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Abstract

The thermal and mass diffusivity in a porous medium of complex structure is studied by using the lattice Boltzmann method. The
media under consideration include two-dimensional medium with an array of periodically distributed circular and square cylinders,
three-dimensional granular medium of overlapping or non-overlapping spherical and cubical inclusions of different size, and randomly
generated fibrous medium. The calculated effective diffusivities are in good agreement with existing analytical and numerical results when
the inclusions, regardless of their shapes, are not overlapped. For the medium of overlapping inclusions, the effective diffusivity deviates
from existing correlations as the inclusion fraction increases. In particular, the deviation increases dramatically if the thermal diffusivity
of the inclusion is greater than that of the fluid in the medium for enhanced thermal conduction. A new empirical correlation between the
effective diffusivity and the volume fraction for the medium of overlapping inclusions is proposed.
� 2008 Elsevier Ltd. All rights reserved.

Keywords: Lattice Boltzmann method; Porous medium; Granular/fibrous inclusions; Effective thermal/mass diffusivity
1. Introduction

The macroscopic effective transport properties of a por-
ous medium, such as permeability and diffusivity, are of
great practical importance in applications of heat exchang-
ers, filtration systems, or any engineering device that uti-
lizes a porous medium. It is because that the microscopic
flow analysis in the pore region of a porous medium is nei-
ther computationally feasible nor cost-effective when only
the macroscopic behavior of the transport phenomenon is
of interest.

For permeability, Jeong et al. [1] carried out a series of
calculations using the lattice Boltzmann method (LBM)
and obtained the drag characteristics of the porous med-
ium of various structures at different flow conditions. As
for the subject of effective diffusivity and conductivity, it
also has been treated by numerous researchers. Among the-
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oretical approaches, Maxwell [2] calculated the effective
electrical resistance of a compound medium consisting of
scattered non-overlapping small spheres. Weissberg [3] esti-
mated the upper bound of the effective diffusion coefficient
in a porous medium in terms of simplified statistical
parameters by considering idealized spheres whose centers
are randomly placed. The results can be applied to ran-
domly overlapped spheres of either uniform or non-
uniform sizes. For the fibrous medium, Koch and Brady
[4] developed a theory based on ensemble averages to deter-
mine the effective diffusivity. They also examined the effects
of the Peclet number, Pe = Ua/DC, where U is the average
velocity through the bed, a is the fiber radius, and DC is
the molecular diffusivity of the solute in the fluid. Using
the weighted geometric mean, Nield [5] proposed a formula
for the effective thermal conductivity for a porous
medium whose constituents have moderately different
conductivities.

For numerical approaches, Monte Carlo simulations
have been carried out to investigate the Knudsen diffusion
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Nomenclature

C macroscopic mean concentration
cQ lattice dependent coefficient
D,Deff diffusivity, effective diffusivity
DP local molecular or thermal diffusivity
DC,DI molecular or thermal diffusivity of the fluid and

the solid
d diameter of a fiber
ea,eai discrete velocity, microscopic velocity
fa; ~f a pre- and post-collision state of the particle dis-

tribution function
f eq
a equilibrium particle distribution function

Ja,Ka specially chosen constants for heat or mass-
transfer simulation, Eq. (2)

L side length of the calculation domain
ui macroscopic velocity

Greek symbols

e porosity
/ solid volume fraction
s non-dimensional relaxation times
n concentration of species or temperature
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of gases and the effective diffusivities in the porous med-
ium of various structures. Riley et al. [6] applied Monte
Carlo simulations to obtain the effective diffusivities in
porous media whose inclusions have different diffusivity
from that of bulk phase. They considered two-dimen-
sional (2D) rounded inclusions or three-dimensional
(3D) spherical inclusions of uniform size and three types
of structure: uniformly placed non-overlapping inclusion,
inclusion clustered in groups of 50, and arbitrarily over-
lapping inclusion. Trinh et al. [7] determined the effective
diffusion coefficients in a porous medium by using Monte
Carlo simulations of point-like molecules in random and
structured media. For the structured media, uniformly
distributed inclusions of circular or square cylinders in
2D and spheres or cubes in 3D were considered with stag-
gered, in-line and face-centered arrangements. All the
inclusions were impermeable. Sahimi and Stauffer [8] used
the lattice gas automata model to calculate the permeabil-
ity and effective diffusivity of 2D stratified and heteroge-
neous porous media. Alvarez-Ramirez et al. [9]
calculated the effective diffusivity of a 2D heterogeneous
medium of irregular shape for various inclusion fractions
using the LBM. Their results were in good agreement
with Monte Carlo simulations of tracer diffusion as well
as Maxwell’s equation when the inclusion fraction is
small.

The LBM is computationally more efficient than the
direct simulation Monte Carlo method and the lattice
gas automata model. Therefore it is adopted in the cur-
rent study. The objectives of this research are twofold.
The first objective is to examine thermal conductivity
and mass diffusivity in both 2D and 3D porous media
of various structures by using the LBM, and compare
the results with existing analytical and numerical studies.
The second objective aims to improve the empirical corre-
lation between the effective diffusivity and the volume
fraction for some porous media. The structure of the por-
ous medium depends on the way how it is made, and on
the type or purpose of experiment. For example, for solid
oxide fuel cells (SOFC), some inclusions are overlapped,
but some are non-overlapped. Thus, both overlapped
and non-overlapped cases are considered here. The media
under consideration include the granular medium made
up of 2D circular and square cylinders, 3D spheres and
cubes in staggered and in-line arrangements, and 3D
fibrous media of cylindrical shape. Because the effective
mass diffusivity and the effective thermal conductivity of
a medium are governed by the equations of the same
form, no distinction between them is made in estimation
of these properties.
2. Numerical method

The discretized Boltzmann equation without an external
forcing term reads

fað~xþ~eadt; t þ dtÞ � fað~x; tÞ ¼ �
1

s
ðfa � f eq

a Þjð~x;tÞ ð1Þ

where fa is the particle distribution function, eai is the
microscopic velocity, and s is the non-dimensional relaxa-
tion time.

For thermal or mass transport, the equilibrium distribu-
tion function is expressed as [10]

f eq
a ¼ nðJ a þ Kaeai � uiÞ ð2Þ

Here the concentration n is given by

n ¼
X

a

fa ð3Þ

and Ja and Ka are constants, where Ja is determined fromP
af eq

a ¼
P

afa and Ka = 1/2.
Usually, the D2Q9 square lattice and the D3Q15 15-

velocity LBM models shown in Fig. 1 are used for 2D
and 3D simulations [11]. However, it has been known
that, for the mass transport simulation, the lattice direc-
tions may be reduced from 9 to 5 and 15 to 7 for 2D
and 3D cases, respectively, without degrading the accuracy
[12].
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Fig. 2. Steady diffusion problem between parallel walls.
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Fig. 1. Schematic of the velocity directions for the D2Q9 and D3Q15
models: (a) D2Q9 model, (b) D3Q15 model.
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For 2D cases, the discrete velocities become

eai ¼
0; a ¼ 0

ð�1; 0Þ; ð0;�1Þ; a ¼ 1; 3; 5; 7

�
ð4Þ

and the value of Ja is

J a ¼
J 0; a ¼ 0

ð1� J 0Þ=4; a ¼ 1; 3; 5; 7

�
ð5Þ

where J0 is the rest fraction, which can be selected between
0 and 1.

For 3D cases, the discrete velocities eai and the value of
Ja are given by

eai ¼
0; a ¼ 0

ð�1; 0; 0Þ; ð0;�1; 0Þ; ð0; 0;�1Þ; a ¼ 1; 2; . . . ; 6

�

ð6Þ

and

J a ¼
J 0; a ¼ 0

ð1� J 0Þ=6; a ¼ 1; 2; . . . ; 6

�
ð7Þ

The diffusivity is then given by

D ¼ cQð1� J 0Þs
dx2

dt
ð8Þ

where cQ is a lattice dependent coefficient, being equal to 1/
2 and 1/3 for the 2D and 3D cases, respectively.

Eq. (1) may be recast into two computational steps:

Collision step : ~f að~x; tÞ � fað~x; tÞ ¼ �
1

s
½fað~x; tÞ � f eq

a ð~x; tÞ�

ð9Þ
Streaming step : f að~xþ~ea dt; t þ dtÞ ¼ ~f að~x; tÞ ð10Þ

where fa and ~f a denote the pre- and post-collision states of
the distribution function.

3. Validation test

To validate the procedure described in the previous sec-
tion, a steady diffusion problem between two parallel walls,
shown in Fig. 2a, is considered. The walls, located at y = 0
and 1, are kept at constant concentrations, nL and
nU(nL < nU), and a constant normal flow of velocity v0 is
injected through the lower wall and removed from the
upper wall. The governing equation for the flow is

v0

dU
dy
¼ D

d2U
dy2

ð11Þ

where U = (n � nL)/(nU � nL), and the solution U* is given
analytically by

U� ¼ expðv0 � y=DÞ � 1

expðv0=DÞ � 1
ð12Þ

For v0/D = 4, calculations are carried out with 20, 40, and
80 square grids between the two walls. The relaxation time
s and the rest fraction J0 are fixed at 1 and 0.2, respectively,
for all cases. The concentration profile, compared in
Fig. 2b, shows an excellent agreement with the analytical
solution and provides a degree of validation of the proce-
dure. If we define the error as En ¼

P
njU� U�j=

P
njU�j

with n being the number of grids, the error ratio (= En/
E2n) for two consecutive grids is calculated to be 3.795
for n = 20 and 3.893 for n = 40. The fact that the ratio
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approaches to 4 as n increases confirms that the accuracy of
the present scheme is of second-order.
4. Geometry, mesh size and boundary conditions

4.1. Granular media

The granular porous medium is constructed by uni-
formly distributed inclusions of circular or square cylinders
in 2D, and by spheres or cubes in 3D for both staggered
and in-line arrangements [1]. Taking advantage of geomet-
ric periodicity, it suffices to consider a single periodic mod-
ule with the dimension of L � L (L � L � L) in 2D (3D).

For 2D media, we consider non-overlapping inclusions
of uniform size. For 3D media, both overlapping and
non-overlapping inclusions of uniform size and non-over-
lapping inclusions of non-uniform size are considered.
Because the flow path in media with 3D overlapping
non-uniformly sized inclusions can be closed even at large
porosity for a certain case like in-line cube, it is not dis-
cussed here.
4.1.1. Non-overlapping uniform media

The domains of L � L and L � L � L are divided into
200 � 200 lattices for 2D cases and 60 � 60 � 60 lattices
for 3D cases, respectively. It is appropriate to note here
that these meshes, as well as those in the subsequent cases,
Fig. 3. Calculation domain for the granular porous media: (a) overla
have been chosen after the thorough mesh-dependency
tests and were also used in the earlier hydrodynamic simu-
lations [1]. In the current periodic setting for hydrodynam-
ics, a prescribed concentration difference is imposed
between the inlet and outlet boundaries. The unknown
mass distribution functions at the inlet and outlet bound-
aries are denoted by f1 and f3, respectively. Like the imple-
mentation of a pressure difference in the hydrodynamic
simulation [1,13], the two functions are assumed to differ
by a constant

f1jin ¼ f1jout þ C; ð13Þ
f3jout ¼ f3jin � C; ð14Þ

where the constant C is calculated from the concentration
difference Dn as

C ¼ 1

2
½Dn� ðf0jin � f0jout þ f5jin � f5jout þ f4jin
� f4jout þ f6jin � f6jout þ f2jin � f2joutÞ� ð15Þ

For the boundary condition on a solid wall at the meso-
scopic level, the second-order halfway-bounceback scheme
[1] is adopted. For this scheme the solid wall is placed in the
middle between the lattice nodes. The boundary conditions
described above are similar to those in Yoshino and Inam-
uro [14] except that the lattice nodes in their calculations
are placed on the boundary. They considered only the
non-permeable inclusions. The present halfway-bounce-
pping uniform spheres, (b) non-overlapping non-uniform spheres.
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back scheme is better suited for treating the permeable or
conductive inclusions.

4.1.2. Overlapping uniform media

When the inclusions are overlapped, the flow passage is
narrower than that of the non-overlapping media. More
lattices are needed to achieve comparable accuracy, and
100 lattices are used in each direction. To reduce the com-
putation time further, the domain is halved for the cases of
sphere as shown in Fig. 3a, by taking full advantage of
symmetry. The inlet and outlet boundary conditions are
the same as those described in 4.1.1, and the symmetric
boundary condition is imposed at other boundary faces
[15].
Fig. 4. The micro-structure of fibrous porous media: (a) / = 0.01857 with
d = 5, (b) / = 0.1789 with d = 10.
4.1.3. Non-overlapping non-uniform media

For non-uniform media, inclusions of two different sizes
are placed alternately in each direction for the in-line
arrangement while, for the staggered arrangement, the lar-
ger inclusion is placed at the center of the smaller eight (or
four if 2D) and vice versa. Fig. 3b shows the typical calcu-
lation domains for spheres in both arrangements.
122 � 61 � 61 and 86 � 43 � 43 cubic lattices are used
for the in-line and staggered cases, respectively. The ratio
of the characteristic length of the inclusions is varied to
be 1.5, 2.0, and 3.0. The boundary conditions are the same
as those for the overlapping uniform medium in 4.1.2.

4.2. Fibrous media

An important feature of fibrous porous media is that the
solid fraction is often much lower than that of a granular
material because much less material is needed to form a
structure. The fiber volume fraction /, which equals 1 � e
with e being the porosity of the medium, can easily be as
low as 0.01 even in the real structures. In this study, /
ranges from 0.01857 to 0.4500 with the randomly oriented
and overlapped fibers of cylindrical shape as shown in
Fig. 4. For / < 0.09, the diameter of a fiber d = 5 is used,
and for / > 0.09, d = 10. The domain is fitted by
100 � 100 � 100 cubic lattices.

Unlike the granular cases, the fibrous porous structures
are not periodic. Therefore, for the mass transport simula-
tions, the equilibrium distribution functions with constant
concentrations are imposed at the inlet and outlet bound-
aries as before, and the symmetry conditions at other
boundaries.

5. Results and discussion

For the estimation of the effective diffusivity of a heter-
ogeneous medium, the method of Alvarez-Ramirez et al. [9]
described below is adopted. Consider a heterogeneous
medium with either permeable or non-permeable inclusions
imposed with a concentration gradient as shown in Fig. 5.
The mass transport can be locally described by the diffu-
sion equation

on
ot
�rðDPrnÞ ¼ 0 ð16Þ

where n is the molar concentration, and DP is the local
molecular diffusivity which is equal to DC in the continuous
phase and DI in the inclusion phase. The pore size is gener-
ally much smaller than the typical length scale and the mass
transport in the domain may be described by the macro-
scopic diffusion equation

oC
ot
� Deffr2C ¼ 0 ð17Þ

where C is the macroscopic mean concentration, and Deff is
the effective diffusivity in the X1 direction. The effective dif-
fusivity may be defined as follows:



Fig. 5. Experimental setup for the estimation of effective diffusivity.
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Fig. 6. Effective diffusivity for 2D inclusions.
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Deff ¼
w�

w
DC ð18Þ

where

w ¼ DCðn2 � n1ÞL2=L1

w� ¼
Z L2

0

DP ðon=oX 1ÞX 1¼L1
dX 2

ð19Þ

The steady-state concentration distribution n(X1,X2),
which is needed to estimate w*, is obtained by solving the
Eq. (16) for the steady state. It is noteworthy that, although
the LBM described in the previous section is for general
cases, the problems considered in the present study are
for pure diffusion and no velocity field is imposed as is
noted in Eq. (16).

5.1. 2D diffusion

Alvarez-Ramirez et al. [9] used 500 � 500 grid nodes,
and the distribution of phase nodes was made randomly
or deterministically. Their 2D results show good agreement
with those of Monte Carlo simulations of tracer diffusion.
They also compared their results with the following equa-
tion based on Maxwell [2]

Deff

DC
¼ 2DC þ DI � 2/ðDC � DIÞ

2DC þ DI þ /ðDC � DIÞ
ð20Þ

In 2D simulations, the effective diffusivities for porous
structures consisting of either permeable or non-permeable
inclusions are estimated, and compared with earlier results.
Calculations are carried out for flows across a bank of cir-
cular cylinders in staggered or in-line arrangement. The do-
main is divided into 200 � 200 lattices. Fig. 6a shows the
effective diffusivities for permeable inclusions. For two val-
ues of DC/DI considered, namely 2.0 and 4.0, the results
agree well with those of Alvarez-Ramirez et al. [9] even
though the inclusions are not distributed in the same man-
ner. These two, however, agree less favorably with Max-
well’s equation. The discrepancy increases with increasing
DC/DI. It is interesting to note that the results are indepen-
dent of the porous medium structure.

The results for non-permeable inclusions in Fig. 6b are
in very good agreement with the Monte Carlo simulation
of Trinh et al. [7] for all cases considered. Unlike in the
cases of permeable inclusion, they are in less agreement
with Maxwell’s equation. The results for various cases
are seen to coalesce when the inclusion fraction / is small.
However, they start to deviate from one another as /
increases. The case for the staggered square cylinders devi-
ates from the other curves early since the flow passage is
blocked rapidly when / becomes close to 0.5.

The concentration fields for various cases are presented
in Fig. 7. The inclusion fractions for these cases are close to
one another: 0.4091, 0.4062 for staggered and in-line circu-
lar cylinders, and 0.3961, 0.4032 for staggered and in-line
square cylinders, respectively. The equally spaced contours
exhibit that the concentration varies rapidly as the flow
passage becomes narrow. This attributes to the fact that
the effective diffusivity of the staggered square cylinder case



Fig. 7. Concentration distributions for 2D cases: (a) circular cylinder, (b) square cylinder.
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deviates sharply from the rest as / increases as is seen in
Fig. 6b.

5.2. 3D diffusion – granular media

The effective diffusivities for 3D cases are estimated with
various inclusion fractions in this section. In thermal heat-
transfer problems, the thermal diffusivity (or conductivity)
of the inclusion phase is usually larger than that of the
continuous phase, and DC/DI becomes smaller than 1.
Therefore 0.5, 0.25 and 0.1 are also considered in the 3D
simulation. As the volume fraction increases, the effective
diffusivity will decrease (increase) if DC/DI is larger
(smaller) than 1.

5.2.1. Uniform non-overlapping granular media

The results for uniform non-overlapping granular media
are shown in Fig. 8. The correlations of Maxwell (20) and
Nield [5], obtained by using the weighted geometric mean

Deff ¼ D1�/
C D/

I ð21Þ
are included in the figure for comparison. When the differ-
ence between DC and DI is small irrespective of their ratio
being greater or smaller than 1, the present results agree
quite well with Maxwell’s equation. From these results,
one may conclude that Maxwell’s equation can be used
to estimate the effective diffusivity almost exactly not only
for the spherical inclusions, but also for the cubic inclu-
sions. As DI becomes much larger than DC, Maxwell’s
equation is found to underestimate the effective diffusivity,
especially for the staggered cube case. Nield’s equation
seems to fare slightly better. For DC/DI = 0.1, the effective
diffusivity is seen to vary from case to case. In other words,
the diffusivity depends considerably on the inclusion shape
and/or arrangement.

The effective diffusivities for non-permeable inclusions
(DC/DI =1) are also seen to be in good agreement with
Maxwell’s equation when the inclusion fraction is less than
0.4. However, the agreement deteriorates as the inclusion
fraction increases.

5.2.2. Uniform overlapping granular media

Fig. 9 presents the results for uniform overlapping gran-
ular media; solid and open symbols indicate non-overlap-
ping and overlapping media, respectively. For DC/
DI = 2.0 and 0.5, the results of various cases agree quite
well with Maxwell’s formula. However, increasing discrep-
ancy is observed for DC/DI = 4.0 and 0.25 as / increases
except for the case of non-overlapping in-line cube. For
DC/DI = 0.1 and when the inclusions are overlapped, the
effective diffusivity is, in general, much higher than that
of the non-overlapping cases, and neither Maxwell’s nor
Nield’s correlation seems satisfactory. This is because the
heat transfer is enhanced by the connected inclusions that
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Fig. 8. Effective diffusivity for 3D inclusions (uniform non-overlapping
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Inclusion fraction

D ef
f/D

C

0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

1

temp
temp
temp
temp
temp
temp
temp
Maxwell
Weissberg
Trinh et al. (sph. stag.)
Trinh et al. (sph. in-line)
Trinh et al. (cube stag.)
Trinh et al. (cube in-line)

DC/DI=4.0

DC/DI=2.0

DC/DI=∞

sph. stag.
sph. in-line
cube stag.
cube in-line

Inclusion fraction

D
/D

C

0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

1

temp
temp
temp
temp
temp
temp
temp
Maxwell
Weissberg
Trinh et al. (sph. stag.)
Trinh et al. (sph. in-line)
Trinh et al. (cube stag.)
Trinh et al. (cube in-line)

DC/DI=4.0

DC/DI=2.0

DC/DI=∞

Inclusion fraction

D
/D

C

0 0.2 0.4 0.6 0.8 1
0

0.2

0.4

0.6

0.8

1

temp
temp
temp
temp
temp
temp
temp
Maxwell
Weissberg
Trinh et al. (sph. stag.)
Trinh et al. (sph. in-line)
Trinh et al. (cube stag.)
Trinh et al. (cube in-line)

DC/DI=4.0

DC/DI=2.0

DC/DI=∞

sph. stag.
sph. in-line
cube stag.
cube in-line

(a) DC/DI > 1 

Inclusion fraction

D
ef

f/D
C

0 0.2 0.4 0.6 0.8 1
1

2

3

4

5

6

7

8

9

10

DC/DI=0.5

DC/DI=0.1

DC/DI=0.25

sphere staggered
sphere in-line
cube staggered
cube in-line
Maxwell
Nield

Inclusion fraction

D
ef

f/D
C

0 0.2 0.4 0.6 0.8 1
1

2

3

4

5

6

7

8

9

10

DC/DI=0.5

DC/DI=0.1

DC/DI=0.25

sphere staggered
sphere in-line
cube staggered
cube in-line
Maxwell
Nield

(b) DC/DI < 1 

Fig. 9. Effective diffusivity for 3D inclusions (uniform overlapping
granular media): (a) DC/DI > 1, (b) DC/DI < 1.
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make the solid region larger. As there is no overlapped
solid region before / becomes 1 (all solid) for the in-line
cube, it gives the lowest diffusivity and follows Maxwell’s
equation well.

The upper bounds for the effective diffusivity proposed
by Weissberg [3], obtained by considering the statistical
properties of the bed of spheres, are also presented

Deff

DC
<

1� /
q

ð22Þ

where

q ¼ 1� 1

2
lnð1� /Þ ð23Þ

when the spheres are randomly distributed.
For non-permeable inclusions, all results are seen to be
in good agreement with those of Trinh et al. [7]. The results
for the sphere are in good agreement with those of Weiss-
berg [3], especially for the staggered arrangement whereas
Maxwell’s equation predicts higher values for the overlap-
ping inclusions that have large /. For the cube, the equa-
tion of Weissberg [3] does not fit the results well for
either the staggered or the in-line case. However, the results
for the in-line arrangement (non-overlapping inclusions)
are in good agreement with Maxwell’s equation. The Max-
well’s equation appears well suited to estimate the effective
diffusivity of the non-overlapping 3D granular media hav-
ing inclusions of the same size.
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5.2.3. Non-uniform non-overlapping granular media

Non-uniform inclusions, characteristic length ratios of
1.5, 2.0 and 3.0, are considered. The effective diffusivities
for various cases are shown in Fig. 10. For permeable
inclusions, it is seen from the figure that the inclusion
arrangement and the shape or the size of the inclusions
do not affect the effective diffusivity unless the difference
between DC and DI is large. All results are in good agree-
ment with Maxwell’s equation except for the case of DC/
DI = 0.1. As in the uniform non-overlapping granular med-
ium, Nield’s formula is seen to give a little better result
than Maxwell’s equation for cubical inclusions.

For non-permeable inclusions, the results for the cases
of sphere lie closely together between the equations of
Maxwell [2] and Weissberg [3]. The effects of the inclusion
arrangement and the size ratio of the inclusions on the
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Fig. 10. Effective diffusivity for 3D inclusions (no
effective diffusivity do not seem significant. However, for
the cases of cube, those effects become significant. For
the in-line cube, the flow passage is closed if the inclusion
fractions are about 0.6481, 0.5625 and 0.5185 when the size
ratios of the inclusions are 1.5, 2.0, and 3.0, respectively.
The discrepancy between the present results and the theo-
retical equations [2,3] becomes evident as the ratio of size
increases. In contrast to the case of in-line cube, the agree-
ment with the theoretical results does not deteriorate as the
size ratio of the inclusions becomes large for the staggered
arrangement.

5.3. 3D diffusion – fibrous media

Koch and Brady [4] presented the equations for the
effective diffusivity of the fibrous media. However, they
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presented only the asymptotic behavior in the low volume
fraction limit. For pure diffusion, if the fibers are imperme-
able, the effective diffusivity is given as follows:

Deff

DC
¼ 1

1� /
� 5

3
/ ð24Þ

This gives the effective diffusivity of infinite value when /
= 1, and the minimum value, 0.9153 when / = 0.2254.
Obviously, it is not suitable for the fibrous media whose
volume fraction is large, and one may have to resort to
other correlations or numerical simulation.

The volume fractions of the fiber considered in the pres-
ent study are 0.01857, 0.07301 for / < 0.09, and 0.1789,
0.2739, 0.3609, and 0.4500 for / > 0.09. Fig. 11 shows
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Fig. 11. Effective diffusivity for 3D fibrous media.
the effective diffusivities for these fibrous media. When
DC/DI > 1 up to 1 (non-permeable), the present results
are relatively in good agreement with Maxwell‘s equation
including the non-permeable case. The overall tendency is
similar to that of granular media. When DC/DI < 1, how-
ever, the tendency is different from the granular cases: the
discrepancy between the present results and existing corre-
lations becomes fairly large as DC/DI decreases even when
the volume fraction of inclusion is very small. It is because,
for the fibrous medium, a long fiber that may extend from
one end of the domain to the other enhances the conductive
heat transfer even though the volume fraction is small.

By using a quadratic polynomial to present an empirical
correlation for the effective diffusivity of the medium of
overlapping inclusions, we have

Deff

DC
¼ C0 þ C1/þ C2/

2 ð25Þ

From the condition that Deff/DC = 1 and DI/DC for / = 0
and 1, respectively, we obtain C0 = 1 and C1 + C2 = DI/
DC � 1. Fitting the data of Fig. 11b in a least-squares
sense, C1 and C2 are finally determined as

C1 ¼ �0:285þ 0:664
DI

DC
� 0:0265

DI

DC

� �2

ð26Þ

C2 ¼ �0:715þ 0:336
DI

DC
þ 0:0265

DI

DC

� �2

ð27Þ

In Fig. 12, the above correlation is compared with the re-
sults for overlapping granular medium and fibrous med-
ium. The correlation is in good agreement with the data
of fibrous medium, and the data of overlapping granular
medium are located between the correlation and Nield’s
equation.
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6. Conclusions

The effective diffusivity through the porous medium is
successfully estimated by the lattice Boltzmann method.
The results that have been obtained for various 2D and
3D structures are compared with those of other numerical
simulations and/or analytic equations. The results, gener-
ally, are in good agreement with the existing numerical
results. The analytic equation of Maxwell is suitable for
non-overlapping medium or for permeable inclusions
whose diffusivity is not much different from that of the
fluid. When the diffusivity through the inclusion is much
larger than that of the fluid, the effect of the inclusion shape
or arrangement becomes significant and the results deviate
rather sharply from Maxwell’s or Nield’s prediction as the
inclusion fraction increases. For 3D non-permeable inclu-
sions with moderate inclusion fraction, the analytical solu-
tion of Maxwell is adequate in estimating the effective
diffusivity well even for the fibrous material.
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